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Summary 

Cybernetic computer-learning methods are proposed for predicting 
the existence of intermetallic compounds with a Laves-phase or a CaCu,- 
type crystal lattice and of ferromagnetics with a spine1 structure. In this 
context computer learning is a process of analysing experimental evidence 
on the presence or absence of a property of interest in various physicochem- 
ical systems. As a result of machine learning, a model is produced of charac- 
teristic exhibition of a property (e.g. the formation of a particular type of 
chemical compound); the model depends on the properties of the system 
components. The advantage of this approach is that knowledge of the 
properties of the components is quite sufficient for cybernetic prediction. 
The accuracy of prediction is not less than 90% for compounds with a Laves- 
phase or the CaCu, structure and not less than 75% for compounds with a 
spine1 structure. 

Of promising magnetic materials, much attention has been given recent- 
ly to intermetallic compounds with a Laves-phase or a CaCus-type crystal 
lattice, oxide ferromagnetics and binary chalcogenides of the CdCr& type 
with a spine1 structure. We propose to apply cybernetic machine-learning 
methods to predict the existence of these and other compounds [l, 21. 

1. Statement of the problem and methods of solution 

We were presented with the task of predicting a particular property 
Yi of physicochemical systems from the properties of their components. 
We characterize each system by a set of values of its component properties. 
For example, in terms of the electronic composition of the separate atoms, 
this description will be 



Description System 

18 2ss 2ps 3s2 3pc ‘0. 7s” ls2 2s2 2ps 3s2 3po *.. 7s” Mg- Al 
ls2 29 2ps 38 3po . . . 7s” ls2 2s2 2ps 38 3ps . . . 7s” Na-Cl 
ls2 2s1 2p03s03p0 *.. 7s” ls2 2s2 2p53so 3pe . . . 7s” Li-F 

ls2 29 2pl 3s03p0 I).. 7s” 19 2s2 2ps 3s” 3po . . . 7s” (1) B-N (2) 

e * 
. * . . 

. . . 

ls2 2s2 2p03s03p0 .., 7s” ls2 2s2 2ps 3s2 3p4 . . . 7s” Be-S _) 

Thus we obtain an information matrix Xi (1) describing a complete set 
of physicochemical systems (2). For certain systems the value of a property 
Yi is known from experiment. From the matrix Xi we sample the lines (of 
the physicochemical system) for which Yi is known and incorporate them 
into a matrix Xi,. The remaining lines of matrix (1) are incorporated into a 
matrix Xir, which can be sampled for prediction. The Xio.matrix and its 
corresponding vector, the Yi column, constitute the learning sample. The 
dependence 

Yi = RXio) (3) 

connecting Yi with the description of the system X,, must be constructed 
by analysing the learning sample. 

The problem of retrieving dependences from experimental data is 
very important in applied mathematics. It is necessary to introduce a number 
of restrictions on the type of the F function, as well as on the input and out- 
put data, in order to find the dependence (3). The various methods of 
searching for dependences can be classified according to the character of the 
restrictions introduced. For instance the set of restrictions for regression- 
retrieving methods involves the assumption that the observed values of the 
OUtpUt properties Yil, Yia, . . . . YiN are independent random magnitudes 
which assume real values [ 31. In certain cases (regression analysis) it is 
necessary to assume a normal distribution of the observed values, equality of 
the o2 ( Yii) dispersions (where i = 1,2, .,., N) and determinacy of the inde- 
pendent variables. In addition, restrictions on the type of the F function, 
which must be represented as a polynom, are introduced. 

The set of restrictions on the pattern recognition methods includes the 
assumption of compactness of the object classes which restricts the observed 
results for Yii, Yia, . . . . YiN to, in general, only two values. Depending on 
the particular algorithm, restrictions are introduced on the type of multi- 
dimensional statistical distributions of observed results in each class of 
objects, the covariance matrix values, the discreteness of the properties of 
the components etc. 



The mathematical methods of retrieving the functions are to search the 
existing regularities on breaking a set of facts applied in quantum mechanics 
or thermodynamics, which can apparently also be classified according to 
the set of restrictions used. 

If we consider a property of physicochemical systems of the same type, 
we can apply the principle of retention of information complexity. In this 
case the principle can be stated as follows: in the consideration of a definite 
property of systems of the same level of complexity, the removal of one 
restriction from a set of non-trivial and non-equivalent restrictions assumed 
in the retrieving of the dependence (3) results either in the introduction 
of new restrictions or in complication of the calculation involved in the 
search for dependences (3). This is in line with the principle of complexity 
retention discussed in ref. 4. It should be noted that the information com- 
plexity principle is only approximate, mainly because no clear definition of 
complexity is available, i.e. we cannot derive a common measure of it for dif- 
ferent systems. 

The natural consequence of the principle is that any attempt to con- 
struct the dependence (3) of a certain property Yi of a particular class of 
physicochemical systems on the properties of chemical elements (e.g. the 
problem of calculating the properties of a solid from “first principles”) re- 
sults either in the assumption of a set of restrictions on the type of the F 
function, or in involved calculation, or in the introduction of restrictions on 
the output data for Yi (e.g. in pattern recognition Yi may assume only two 
values). Between these two extreme cases numerous methods exist in which 
moderate restrictions both on the type of the F function and on the charac- 
ter of the input and output data are assumed. The principal aim of the re- 
search chemist is to select the restrictions which will best suit a given 
problem and which will not result in involved calculation. 

The methods of pattern recognition and :concept formation which we use 
to retrieve dependence (3) in the learning sample introduce rather “rigid” 
restrictions on the character of the output data and the type of the F func- 
tion. The Yi property may assume only two values and the F function must 
be represented either as certain linear algebraic expressions or as a logical 
expression. It only describes the boundaries of classes, almost without refer- 
ence to their internal structure. However, such a set of restrictions reduces 
to a minimum the requirements on the input data (properties of chemical 
elements or simple compounds are used) and results in a relatively simple 
calculation. In addition, the application of computer learning reduces the 
requirements on the compactness of classes in the space of properties of 
chemical elements; this is important when using physicochemical properties 
of elements which are rather uninformative with regard to separation into 
classes. 

To solve the problems of constructing the dependence (3) and of pre- 
diction in chemistry and metallurgy, we use various machine-learning 
algorithms for pattern recognition and concept formation. Algorithms are very 
widely used [ 5,6] . In these algorithms the application of piecewise linear 
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separation functions and the construction of generalized informative features 
are common; in addition no assumptions with regard to the type of distribu- 
tion and the independence of observation results for the output property are 
needed. Our experience indicates that algorithms of this type are effective in 
the solution of prediction problems in chemistry and metallurgy. 

2. The prediction of Laves phases and CaCu,-type phases 

Substances with definite properties and a definite crystal structure 
have long been the object of attention of physical chemists as a basis for 
creating new materials. Extensive research has therefore been carried out 
in the field of synthesizing such substances, in particular metallic compounds 
exhibiting magnetic properties or compounds with Laves-phase and CaCu, - 
type structures. A detailed discussion of these substances together with rare 
earth metals with regard to their magnetic properties is given in ref. 7 and 
in subsequent reviews [ 81. 

Cybernetic prediction makes the field of search for such chemical 
compounds appreciably narrower, giving a general idea of their frequency 
of occurrence. 

In this case of machine learning the chemical elements were described 
by data on the electronic construction of the separate atoms A and B either 
forming or not forming the predicted phase of composition close to the 
stoichiometry AsB or A5B. The total number of learning examples in dif- 
ferent training alternatives was 60 - 200. Less than half of these (30 - 60) 
were positive (i.e. examples of the possibility of phases found experimentally). 

In a prediction in 1972 [l, 21 the total number of possible binary Laves 
phases (both equilibrium and non-equilibrium) was estimated to be about 
2000; according to a 1974 prediction [ 11, the total number of CaCu5-type 
phases is about 1100. The reserve of binary compounds may be appreciably 
increased by the application of a greater number of components. Figure 1 
shows some of the predicted Laves phases with rare earth elements. It 
can be seen that most of these substances have now been synthesized. 
Certain Laves phases of rare earths unknown to us have been synthesized 
under pressure (Fe&, FesNd, FesYb [9] ). The prediction shows that 
Laves phases of rare earths with gold, silver, palladium and mercury, as well 
as with alkali metals, are possible although most of them have not been 
synthesized. McMasters et al. [lo] believe that in systems with gold the 
electron concentration is unfavourable for the formation of the predicted 
structure. Nevertheless, there are no grounds for ruling out the possibility 
that polymorphism of the structures which they have found may result in 
the formation of Laves phases. 

An example of the possible realization of Laves phases which have not 
been found in the corresponding binary systems, but which have been pre- 
dicted, may be silicon-stabilized phases [ 111, i.e. NizZr, NbsZn, TasZr, 
CrsW etc. 

Figure 2 shows an example of the prediction of phases with the CaCu5 
structure. Data on the electronic structure of the separate A and B atoms 
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Fig. 1. The prediction of binary Laves phases. The symbol + indicates the prediction of 
a Laves phase. The symbol @ corresponds to known chemical compounds which could 
have been used for training the computer. 

Fig. 2. The prediction of binary CaCue-type phases. The symbol + indicates the predic- 
tion of a CaCu5-type phase. The symbol fk corresponds to known chemical compounds 
which could have been used for training the computer, 

were used to describe the compounds. The prediction indicates that in 
principle the existence of such compounds in binary metallic systems is 
possible. The actual phase diagram obtained under particular experimental 
conditions need not reflect the data obtained by prediction. Therefore 
synthesis technology and stabilization of the required structure are of 
principal importance in actual conditions. As is evident from Fig. 2, most 
of the synthesized compounds of rare earths are with metals of groups VII 
and VIII of the 4th period. The prediction shows that nearly all d elements 
should form compounds of the CaCu, type with rare earth metals. The 
accuracy of the prediction is 99%. 

3. The prediction of spinels of the composition AB2X4 

The spine1 structure is favourable for exhibiting magnetism. We pre- 
dicted the possible formation of compounds with an ABzXl composition 
in physicochemical systems the components of which include any of the 
elements A, B and X (X = 0, S, Se, Te). In addition, a spine1 crystal structure 
was predicted for these compounds. 

The properties of elements A and B and of their simple oxides (selenides, 
sulphides, telhnides), as well as reference data on the existence of ABsX4 
compounds, were used as initial data for the prediction. The computer- 
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programming method of concept learning [6] was used to retrieve depen- 
dences for the possible formation of the compounds (or the spine1 struc- 
ture). The essence of machine learning consists in analysis of numerous 
experimental data in order to retrieve empirical dependences. A compound 
was considered to be unavailable if there were experimental indications that 
a heterogeneous mixture or a solid solution corresponded to the AB,X4 
composition. If polymorphism was present, the compound was assumed to 
have the crystal structure which is realized under normal conditions. 

As a result of machine learning, dependences were obtained in the 
form of logical expressions, or models whose variables were quantized values 
of the properties of the components. The characteristics found were used 
further to predict unknown compounds and the spine1 crystal structure. 
All the calculations were carried out with a BESM-6 computer. 

In the prediction system used [6] we succeeded to a large extent in 
solving the problems of initial data redundancy, of the large number of 
scans and of the ignored values of the matrix (1). This was achieved by 
automatically separating from the learning data with which the computer 
was loaded only those physicochemical systems (patterns) which carried 
new information on the class of systems being analysed, by using a hierarchic 
data structure (i.e. growing pyramidal networks) in the computer memory 
and by reasonably combining principles of mathematical logic and heuristic 
programming. 

The accuracy of prediction was estimated by examining the results of 
the prediction, as in Section 2. In the examination the programmed com- 
puter was loaded with data on studied physicochemical systems describing 
the values of properties of their components which had not been used for 
training. The ratio of the number of correctly recognized patterns to 
the total number of sampling patterns in the examination is a measure of 
the accuracy of the prediction. The next stage involved further training 
of the computer using the learning sample material, the characteristics ob- 
tained being used for subsequent prediction of unknown compounds. 

Starting from physicochemicsl models describing ternary systems we 
selected the following systems of component properties: 

(1) the distribution of electrons in the energy levels of separate atoms, 
the formal valencies of elements in compounds (from electroneutrality con- 
siderations) and, for prediction of the type of crystal structure, the covalent 
or ionic (for oxide systems) radii of elements (cations in oxides); 

(2) the first four ionization potentials, the standard isobaric thermal 
capacities, the types of incomplete electronic shells, the covalent or ionic 
(for oxides) radii of the elements (cations) and the formal valency of the 
element in the compound; 

(3) the covalent (or ionic) radii, the enthalpies of the formation of sim- 
ple oxides (sulphides, selenides, tellurides), the entropies of simple sulphides 
(selenides, tellurides) under standard conditions or the thermal capacities 
of simple oxides and the formal valencies of elements (in oxidic compounds). 

A fourth system of properties was used in the prediction of the avail- 
ability and properties of complex chalcogenides: 
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Fig. 3. The prediction of the spine1 structure in compounds of the AB,O, composition. 
The symbols @ and 0 correspond to known chemical compounds which could have been 
used for training the computer. 

Fig. 4. The prediction of the spine1 structure in compounds of the ABzS, composition. 
The symbols @ and 0 correspond to known chemical compounds which could have 
been used for training the computer. 

(4) the types of incomplete electronic shells, the electronegativities, 
the covalent radii, the formal valencies exhibited in an AB2X4 compound 
and the enthalpies of formation of corresponding simple sulphides (selenides, 
tellurides) under standard conditions. 

The characteristics obtained, involving the values of each of the four 
systems of properties, were used for the prediction. The predictions ob- 
tained for three or four systems of properties were compared and a decision 
as to whether the system belonged to a particular class was made unless 
the results were contradictory. Figures 3 - 5 show the results of such total 
predictions for spinels of the ABsX* composition. We considered compounds 
in which the A and B elements formally have valencies of two and three 
respectively. Compounds for which the spine1 structure is predicted are 
indicated by + and those for which any other structure is predicted are 
indicated by -. 

An examination prediction showed that the accuracy of predicting the 
possibility of formation of the compounds is not less than 80% and the ac- 
curacy of predicting the occurrence of the spine1 structure is not less than 
75%. This is our second attempt to predict the existence and structure of 
binary oxides. We obtained similar predictions in 1974 [ 121. In 5 years 
over 30 systems in the domain of the AB204 composition have been investi- 
gated [13,14]. Only three of these systems have failed to confirm our pre- 
dictions. Nearly 20 compounds have been studied crystallographically. Only 
for two compounds (including one used in computer learning) have our data 
failed to coincide with experiment. Results of predicting spinels after further 
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Fig. 5. The prediction of the spine1 structure in compounds of the AB$e, composition. 
The symbols 8 and 8 correspond to known chemical compounds which could have 
been used for training the computer. 

computer training with new experimental data are listed in Fig. 3. In 1978 
we predicted the formation of binary tellurides of the ABsTe, composition 
[ 151. Of seven systems in the domain of the A13sTe4 composition studied 
since then [ 16,171, for only one has the prediction failed to coincide with 
the experimental results. 

Considering Figs. 3 - 5, the spine1 crystal structure is most characteristic 
of oxide compounds of the ABz04 composition (approximately 45% of 
the known compounds of this composition are spinels). The frequency 
of occurrence of the spine1 structure in ABzXl compounds drops sharply 
as the covalent character of the bonds increases in the transition to complex 
sulphides, selenides and tellurides. Only about 20% of AB& compounds, 
13% of AB,Se4 compounds and fewer than 1% of ABsTe4 compounds 
have a spine1 crystal structure. Unlike complex oxides, structures such as 
those of CaFe204, Th3P4, CrsSe, and AgsHgI, [l&19] become com- 
petitive for these compounds. Empirical attempts to determine factors 
which would allow the domains of existence of these structures to be 
separated with sufficient accuracy have not been successful. For example, 
to determine the stability domains of crystal structures Iglesias and Steinfink 
[ 191 have proposed a plot of the dependence of the power constant K = 
x,xx/rz (where 3tA and 3tg are the electronegativities of the cations and 
r, is the equilibrium distance between them) on the ratio tA /rg . In the 
diagram obtained the domains corresponding to the structures of olivine, 
KzS04, MnY& CaFesO, and ThsP, and the monoclinic structure are 
separated relatively well; however, the stability domains of the spinel, 
CrsSe, and Ag,HgI, structures overlap considerably. Thus the mere applica- 
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tion of geometrical factors and electronegativities for separating stability 
domains is clearly insufficient. We believe that the introduction of multi- 
dimensional separation functions that take into account all the properties 
of chemical elements and simple compounds is a more effective way of 
solving similar problems. As to the sampling of the most informative sub- 
spaces, it must be performed on a computer using a special program. This 
is the approach we apply when making use of learning prediction systems. 

According to our predictions, the spine1 structure is not realized in 
compounds of the AVxBx2X4 and AIv Bn2X, compositions. However, this 
is far from being the case with AB204 compounds. The spinels Ag2Mo04, 
Na2W04, Mg,SnOl, Zn2Pt0, etc. are known. The small number of spinels 
obtained and predicted for AnBm2 X 4 compounds is further proof that 
this type of crystal structure is not characteristic of ternary compounds 
of sulphur, selenium and tellurium. 

The predictions obtained make it possible to develop a strategy for the 
search for new inorganic phases, including those possessing interesting 
magnetic properties. They also appreciably reduce the time needed to 
deve!op new magnetic materials. 
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